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Mapping polygons to the grid with small Hausdorff and Fréchet distance*
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1 Introduction

Transforming the representation of objects from the
real plane onto a grid has been studied for decades due
to its applications in computer graphics, computer vi-
sion, and finite-precision computational geometry [8].
Two interpretations of the grid are possible: (i) the
grid graph, consisting of vertices at all points with
integer coordinates, and horizontal and vertical edges
between vertices at unit distance; (ii) the pixel grid,
where the only elements are pixels, which are unit
squares. In the latter interpretation, one can choose
between 4-neighbor or 8-neighbor grid topology.

The issues involved when moving from the real
plane to a grid already start with the definition of
a line segment on a (pixel) grid, also called a digital
straight segment [10]. For example, it is already diffi-
cult to represent line segments such that the intersec-
tion between any pair is a connected set (or empty).
More generally, the challenge is to represent objects
on a grid in such a way that certain properties of those
objects in the real plane transfer to related properties
on the grid; connectedness of the intersection of two
line segments is an example of this.

While most of the research related to digital ge-
ometry is done from the graphics or vision perspec-
tive, computational geometry has made a number of
contributions as well. Besides finite-precision com-
putational geometry [8] these include snap round-
ing [6, 7, 9], consistent digital rays with small Haus-
dorff distance [5], mosaic maps [4], and schematization
by map matching [11].

We consider the problem of representing a simple
polygon P as a polygon in the grid with small distance
between them. A grid cycle is a simple cycle of edges
and vertices of the grid graph corresponding to the
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Figure 1: dy (P, Q1) is small but dg (0P, Q1) is not.
dp(P,Q2) and dy(0P,0Q3) are both small but the
Fréchet distance dp (0P, 0Q2) is not.

grid. A grid polygon is a set of pixels whose boundary
is a grid cycle. Two of the standard ways of measuring
the distance are the Hausdorff distance [1] and the
Fréchet distance [2]; we will consider both.

Let X and Y be two subsets of a metric space.
The (directed) Hausdorff distance dy(X,Y) from X
to Y is defined as the maximum distance from any
point in X to its closest point in Y. In Section 2 we
show that for any simple polygon P, a grid polygon @)
exists with di (P, Q) < $v2 and dy(Q,P) < 3v2 on
the unit grid. Furthermore, the constructed polygon
satisfies the same bounds for the distance between the
boundaries 9P and 0Q. This is not equivalent, since
the point that realizes the maximum smallest distance
to the other polygon may lie in the interior (Fig. 1).

Under the Hausdorff distance, the polygon bound-
ary 0Q) does not necessarily intuitively resemble 0P
(Fig. 1, P and Q). Therefore, the Fréchet distance
dr [2] between the boundaries may be a better mea-
sure for similarity. Unlike the Hausdorff distance,
however, not every polygon boundary dP can be rep-
resented by a grid cycle with constant Fréchet dis-
tance. In Section 3 we present a condition on the
input polygon boundary related to fatness (in fact, to
k-straightness [3]) and show that it allows a grid cycle
representation with constant Fréchet distance.

2 Hausdorff distance

In this section, we present an algorithm that achieves
a low Hausdorff distance between both the bound-
aries and the interiors of the input polygon P and the
resulting grid polygon Q. We say that two cells are
adjacent if they share a segment. If two cells share
only a point, then they are point-adjacent.
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Figure 2: (a) Module M(c) (dashed) of cell ¢. (b)
Mlustration to Lemma 1. @1 N B in green; Q2 N B in
gray; curve C dashed.

P

Figure 3: Example of the Hausdorff algorithm; the
input and output are shown on the right. Colors:

HQu," Qnl1Qs 1 Qu

Algorithm. We represent the grid polygon @ as a
set of cells (or pixels). If two cells ¢; € Q and ¢z € Q
are point-adjacent, and there is no cell ¢ € @ that is
adjacent to both ¢; and cso, then ¢; and ¢y share a
point-contact. We construct ) as the union of four
sets @1, Q2, @3, Q4 (not necessarily disjoint). To
define these sets, we define the module M(c) of a cell ¢
as the two-by-two square region centered at the center
of ¢ (see Fig. 2(a)). Furthermore, since we can number
the rows and columns, we can speak of even-even cells,
odd-odd cells, odd-even cells, and even-odd cells. The
four sets are defined as follows; see also Fig. 3.

Q1: All cells ¢ for which M(c) C P.
Q2: All even-even cells ¢ for which M(c) N P # (.

Q3: For all cells ¢1,c0 € Q1 U Q2 that share a point-
contact, the two cells that are adjacent to both
c1 and ¢y are in Q3.

Q4: A maximal set of cells that does not introduce
holes, and where each cell ¢ € Q4 is adjacent to
two cells in Q2 and M(c)N P # 0.

We note that the set Q1 UQs is sufficient to achieve
the desired Hausdorff distance. We add the set Q3 to
resolve point-contacts, and the set Q4 to make the set
() connected.

Lemma 1 The set Q1 U Q2 is hole-free, even when
including point-adjacencies.

Proof. For the sake of contradiction, let H be a max-
imal set of cells comprising a hole. Consider the set B
of all cells in Q1 U @2 that surround H and are adja-
cent to a cell of H. Since Q2 contains only even-even
cells, every cell in Q2 N B must be (point-)adjacent to
two cells in @1 N B (see Fig. 2(b)). Hence, the bound-
ary of the union of all modules of cells in @y N B is
a single closed curve C} if this union contains a hole,
P would contain a hole as well. Since C' C P due to
the definition of ()1, the interior of C' must also be in
P. Finally note that C is a rectilinear curve through
the centers of cells, but not through the center of a
cell in H. Hence, the module of a cell in H is com-
pletely inside C, implying H C @Q7; this contradicts
our assumption. O

Lemma 2 The set @) is simply connected and does
not contain point-contacts.

Proof. Consider a point-contact between two cells
c1,c2 € Q1UQ9 and a cell ¢ ¢ Q1 UQ- that is adjacent
to both ¢; and ¢2 (¢ € Q3). Since @2 contains only
even-even cells, we may assume that ¢; € (1. Recall
that M(c;) C P by definition. We may further as-
sume that c¢; is an odd-odd cell, for otherwise a cell
in Q2 would eliminate the point-contact. Hence, all
cells point-adjacent to ¢; are in @1 U @2, and thus ¢
has three adjacent cells in @1 U @2. This implies that
adding ¢ € Q3 to Q1 U Q2 cannot introduce point-
contacts or holes. Similarly, cells in @4 connect two
oppositely adjacent cells in ()2, and thus cannot in-
troduce point-contacts (or holes, by definition). Com-
bining this with Lemma 1 implies that @ is hole-free
and does not contain point-contacts.

It remains to show that @ is connected. For the
sake of contradiction, assume that ) is not con-
nected, so take two cells ¢; and ¢y in different con-
nected components. We may further assume that
c1,c2 € @2, as cells in @1 UQ3 U Q4 must be adjacent
or point-adjacent to a cell in Q3. Let p € M(c;) N P,
q € M(c2) N P and consider a path 7 between p and
q inside P. Every even-even cell ¢ with M(c) N7 #£ )
must be in Q3. Furthermore, the modules of even-
even cells cover the plane. Thus, there must be two
cells ¢, € Q2 in different components such that the
module of the cell adjacent to both ¢ and ¢’ intersects
m. This contradicts the maximality of Qy. ]

Upper bounds. To prove our bounds, note that
M(c) N P # ) holds for every cell ¢ € Q. This is
explicit for cells in @1, Q2, and Q4. For cells in @3,
note that these cells must be adjacent to a cell in @1,
and thus contain a point in P.

Lemma 3 dy(P,Q),du(0P,0Q) < V2.
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Figure 4: A polygon that does not admit a grid poly-
gon with Hausdorff distance smaller than 3/2. The
brown line signifies a very thin polygon.

Proof. Let p € P and consider the even-even cell
¢ such that p € M(c). Since ¢ € @2, the distance
dr(p,Q) < dy(p,c) < %\/5 Now consider a point
p € OP. There is a 2 x 2-set of cells whose modules
contain p. This set contains an even-even cell ¢ € Q)
and an odd-odd cell ¢ ¢ Q. The latter is true, because
odd-odd cells in @ must be in Q. Therefore, the
point ¢ shared by ¢ and ¢ must be in dQ. Thus,
du(p,0Q) < du(p,q) < V2. O

Lemma 4 dgy(Q,P),dy(0Q,0P) < %ﬁ

Proof. Let ¢ € @ and let ¢ € @ be the cell that
contains g. Since M(c)NP # (), we can choose a point
p € M(c)n P. It directly follows that dg(q, P) <
di(g,p) < %\/5 Now consider a point ¢ € 9Q, and
let ¢ € Q and ¢ ¢ Q be two adjacent cells such that
q € 9cnNdc’. We claim that (M(c)UM(c))NOP # (.
If ¢ ¢ @1, then the claim directly follows. Otherwise,
M(c) C P implies that M(c') N P # 0 and clearly
M(c’) ¢ P. This in turn implies that M(¢')NOP # 0.
Let p € (M(c) UM(c)) N OP. Then dy(q,0P) <
dr(q.p) < 3V2. O

Theorem 5 For every simple polygon P there ex-
ists a simply connected grid polygon () without point-
contacts such that dy (P, Q),dy(9P,0Q) < $/2 and
di(Q, P),du(0Q,0P) < 3\/3.

Lower bounds. In Fig. 4 a polygon is shown for
which no grid polygon has Hausdorff distance below
3/2 between the boundaries or interiors. A naive con-
struction of a grid polygon results in the left draw-
ing of Fig. 4 which is not a simple polygon. To
make it simple, we can either remove a cell (cen-
ter) or add a cell (right). Both methods result in
dy(0Q,0P) > 3/2 — ¢, for any € > 0. Alternatively,
we can fill the entire upper-right part of the grid poly-
gon (not shown), resulting in a high dy(Q, P).

In the L, distance, the lower bound given in Fig. 4
also holds. Interestingly, in this measure, our algo-
rithm achieves a Hausdorff distance of 3/2 (the upper-
bound proofs can be straightforwardly modified to
show this).

3 Fréchet distance

The Fréchet distance dp between two curves is gener-
ally a better measure for similarity than the Hausdorff
distance; see [2] for a definition of the measure. We
consider computing a grid polygon ) whose boundary
has constant Fréchet distance to the boundary of the
input polygon P. We study under what conditions on
OP this is possible and prove a bound.

Obesity. Some input polygons P do not admit a
grid polygon @ such that their boundaries have low
Fréchet distance; see for example the polygon in
Fig. 7(a). Intuitively, any grid polygon boundary 9Q
approximating 0P must significantly deviate from it,
because the grid is too coarse to follow P closely.
However, this problem is caused only by the thin
spikes: if we assume that P does not have those, we
can do better. Let |ab|sp be the distance from a to b
along OP. As defined in [3], a curve C is k-straight if
for any two points a,b € C, |ablc < & - |ab|. In fact,
we need this property on P only when |ab| < v/2,
as we must deal with several parts of 9P being in the
same grid cell. We therefore define a weaker fatness
measure called 3-obesity: a polygon P is -obese if for
any two points a,b € 9P with |ab| < V2, |ablap < B.

Algorithm. The algorithm constructs @ via a grid
cycle C' representing 9. Consider for all grid graph
vertices a 1 X l-square centered on the vertex, and
let C’ be the cyclic chain of vertices whose square is
intersected by OP, in the order in which 9P visits
them (see Fig. 5). Note that C’ may contain dupli-
cates. Now C is obtained by iteratively finding a du-
plicate with minimal distance along the curve between
the two occurrences, and removing the corresponding
subchain. After all the duplicates are removed, the
grid polygon ) with boundary C' is returned, unless
C encloses no cells. In that case C is a single vertex

pP

Figure 5: Example of the Fréchet algorithm; the input
and output are shown on the right. The two crosses
mark points appearing in C twice, hence their sub-
paths (shown dashed) are removed.
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or two vertices connected by one edge, and we let the
grid polygon @ consist of a single cell intersecting P.

Upper bounds. (@ cannot contain duplicate vertices,
so it must be a grid polygon. Therefore we need to
prove only the bound on the Fréchet distance.

Theorem 6 Given a [3-obese polygon P with § >
V2, there exists a grid polygon @ such that
dr(OP,0Q) < (B + V2)/2.

Proof. Consider C' (representing JQ) as obtained
by the algorithm described above (ignoring the case
where C did not enclose cells). We will show that
dp(0P,C) < (B +v/2)/2. We will define a mapping
between 0P and C that gives rise to the parameter-
izations of 0P and C, needed to bound the Fréchet
distance, and show that the distance between mapped
points is at most (8 + v/2)/2.

N>

Vau

Figure 6: Mapping between C and OP.

First we define a mapping between 0P and the ver-
tices of C’ in the natural way: by proximity. We map
the edges of C’ to points of 9P, namely to the points
where 0P intersects a boundary of a 1 x 1-square cen-
tered on a vertex of C’. This mapping is also simply
by proximity. We convert this mapping into one be-
tween 0P and C: Whenever we remove a subchain
from C’, that whole subchain is mapped to the vertex
that is the start and end of that subchain (refer to
Fig. 6). Once C is obtained, only a single connected
component of P is mapped to any vertex of C' and
only one edge of C' is mapped to any point of 9P. The
resulting mapping is monotone by construction.

Consider any vertex ¢ of C. If P visits the 1 x 1-
square s of ¢ only once, then exactly the part of 9P
inside s maps to ¢, and the distance between ¢ and the
part of 9P mapped to it is at most v/2/2. If OP visits
s twice, then the part of 0P outside s between these
visits is also mapped to c. The length of this boundary
external to s is at most 3, so its furthest point is at
most 3/2 away from s and hence at most 3/2++/2/2
from ¢, leading to the desired bound. When 9P visits
s more than twice, the same argument can be used.

Finally, the distance between edges of C' and points
of OP is at most v/2/2, which is easy to see. O

Lower bound. Though we omit a full proof of our
lower bound, its essence lies with constructing a poly-
gon as sketched in Fig. 7(a). The border 0Q of a

(a) (b)

Figure 7: A polygon (left) for which any grid polygon
will have high Fréchet distance (right).

grid polygon with low Fréchet distance to P needs
to follow the spikes in dP. However, as the grid is
too coarse, there is not enough vertical space to do so
(Fig. 7(b)). By using spikes of length linear in 3, we
get the bound claimed below in Theorem 7.

Theorem 7 For any B > /2, there exists a [-
obese polygon P for which for any grid polygon @,

dp(OP,0Q) > 1\/B? — 2.
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